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forecasting
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Abstract 

Background:  Predictive policing and crime analytics with a spatiotemporal focus get increasing attention among a 
variety of scientific communities and are already being implemented as effective policing tools. The goal of this paper 
is to provide an overview and evaluation of the state of the art in spatial crime forecasting focusing on study design 
and technical aspects.

Methods:  We follow the PRISMA guidelines for reporting this systematic literature review and we analyse 32 papers 
from 2000 to 2018 that were selected from 786 papers that entered the screening phase and a total of 193 papers 
that went through the eligibility phase. The eligibility phase included several criteria that were grouped into: (a) the 
publication type, (b) relevance to research scope, and (c) study characteristics.

Results:  The most predominant type of forecasting inference is the hotspots (i.e. binary classification) method. 
Traditional machine learning methods were mostly used, but also kernel density estimation based approaches, and 
less frequently point process and deep learning approaches. The top measures of evaluation performance are the 
Prediction Accuracy, followed by the Prediction Accuracy Index, and the F1-Score. Finally, the most common valida-
tion approach was the train-test split while other approaches include the cross-validation, the leave one out, and the 
rolling horizon.

Limitations:  Current studies often lack a clear reporting of study experiments, feature engineering procedures, and 
are using inconsistent terminology to address similar problems.

Conclusions:  There is a remarkable growth in spatial crime forecasting studies as a result of interdisciplinary techni-
cal work done by scholars of various backgrounds. These studies address the societal need to understand and combat 
crime as well as the law enforcement interest in almost real-time prediction.

Implications:  Although we identified several opportunities and strengths there are also some weaknesses and 
threats for which we provide suggestions. Future studies should not neglect the juxtaposition of (existing) algorithms, 
of which the number is constantly increasing (we enlisted 66). To allow comparison and reproducibility of studies we 
outline the need for a protocol or standardization of spatial forecasting approaches and suggest the reporting of a 
study’s key data items.
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Background
Environmental criminology provides an important theo-
retical foundation for exploring and understanding spa-
tial crime distribution (Bruinsma and Johnson 2018). The 
occurrence of crime within an area fluctuates from place 
to place. Besides, crime occurrences depend on a mul-
titude of factors, and they show an increased strategic 
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complexity and interaction with other networks, such 
as institutional or community-based. In criminology 
research, these factors are primarily referred to as crime 
attractors and crime generators (Kinney et al. 2008). Spa-
tial fluctuations and dependencies to attractors and gen-
erators suggest that crime is not random in time and in 
space. A strong foundation for spatial predictive crime 
analytics is the Crime Pattern Theory (Brantingham 
and Brantingham 1984). It is used to explain why crimes 
occur in specific areas, suggests that crime is not ran-
dom, and that it can be organized or opportunistic. In 
particular, it shows that when the activity space of a vic-
tim intersects with the activity space of an offender, there 
are higher chances for a crime occurrence. The activity 
perimeter of a person is spatially constrained by locations 
that are attended (nodes). For example, if one of the per-
sonal nodes is in a high-crime neighbourhood, criminals 
come across new opportunities to offend.

If crime is not random it can be studied, and as such, 
its patterns, including the spatial component, can be 
modelled. As a consequence, environmental criminology 
theories have been tested scientifically and in the past 
decade various research fields have made much progress 
in developing methods for (spatiotemporal) crime pre-
diction and evaluation (Caplan et al. 2011; Mohler et al. 
2011, 2015; Perry 2013; Wang and Brown 2011; Yu et al. 
2011).

Most prediction techniques are used for retrospec-
tive forecasting, i.e., predicting the future through his-
torical data. Historical crime data are used alone or 
together with crime attractors and generators (which can 
be demographic, environmental, etc.) in diverse types 
of prediction models (Mohler et  al. 2011; Ohyama and 
Amemiya 2018; Yu et  al. 2011). Apart from static data, 
such as demographics or socio-economic variables, as 
predictors, researchers have recently included dynamic 
space and time features, thus giving a boost to predicting 
crime occurrences. These models consist of social media 
data (Al Boni and Gerber 2016; Gerber 2014; Kadar et al. 
2017; Wang et al. 2012; Williams and Burnap 2015), and 
taxi pick-up and drop-off data (Kadar and Pletikosa 2018; 
Wang et al. 2016; Zhao and Tang 2017).

Although current crime prediction models show 
increasing accuracy, little emphasis has been placed on 
drawing the empirical and technical landscape to outline 
strengths and opportunities for future research, but also 
to identify weaknesses and threats. In this paper, we focus 
on spatial crime forecasting, which is the spatial forecast-
ing of crime-related information. It has many applications 
such as the spatial forecast of the number of crimes, the 
type of criminal activity, the next location of a crime in a 
series, or other crime-related information. At this point, 

we should note that we came across papers that claim to 
do spatial crime forecasting or crime forecasting while 
extrapolating in space or detecting spatial clusters. Over-
all, papers in the field of spatial crime analysis use the 
term prediction synonymous with forecasting and they 
have a preference for the term prediction (Perry 2013). 
However, there are several spatial prediction types with 
applications of interpolation or extrapolation. Forecast-
ing is a prediction that extrapolates an estimated variable 
into a future time. While prediction can be synonymous 
with forecasting, it is often also used to infer unknown 
values regardless of the time dimension (e.g., predict the 
crime in area A using a model derived from area B). Cres-
sie (1993, pp 105–106) refers to spatial prediction as an 
inference process to predict values at unknown locations 
from data observed at known locations. His terminology 
includes the temporal notions of smoothing or interpo-
lation, filtering, and prediction, which traditionally use 
time units instead of locations. As a result, when search-
ing for forecasting literature you need to add the “predic-
tion” term, which derives a much larger pool of papers, 
than the ones that actually do “only” forecasting. In this 
paper, we define the term “Spatial Crime Forecasting” as 
an inference approach about crime both in time and in 
space. In the box below, we add definition boundaries by 
describing variations of forecasting approaches that we 
consider in our study.

All forecasting approaches follow this principle:

Dt (i.e., crime data in time t) is modelled to derive Et+1 (i.e., estimated 
crime information in time t + 1) that is evaluated with Dt+1 (i.e., crime 
information in time t + 1).

This principle can be applied by four forecasting approaches:

1. Dt is modelled to derive Et+1 that is evaluated with Dt+1.

2. Dt and Vstatic are modelled to derive Et+1 that is evaluated with Dt+1. 
Where Vstatic is an explanatory variable or variables that do not change 
between t and t + 1.

3. Dt and Vdynamic_lag are modelled to derive Et+1 that is evaluated with 
Dt+1. Where Vdynamic_lag is an explanatory variable or variables that 
change between t and t + 1 and lag is a period of time earlier than the 
time of the dependent variable.

4. Dt, Vstatic, and Vdynamic_lag are modelled to derive Et+1 that is evaluated 
with Dt+1.

We are driven by the need to harmonize existing con-
cepts and methodologies within and between crimi-
nology, sociology, geography, and computer science 
communities. The goal of this paper is to conduct a sys-
tematic literature review in spatial crime predictive ana-
lytics, with a focus on crime forecasting, to understand 
and evaluate the state of the art concerning concepts 
and methods given the unprecedented pace of published 
empirical studies. Below, we list the research questions of 
this study.
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1.	 What are the types of forecasted information for 
which space plays a significant role? (“Overview of 
selected publications on spatial crime forecasting” 
section).

2.	 What are the commonly used forecasting methods? 
(“Spatial crime forecasting methods” section).

3.	 Which are the technical similarities and differences 
between spatial crime forecasting models? (“Spatial 
crime forecasting methods” section).

4.	 How is predictive performance being measured in 
spatial crime forecasting? (“Considerations when 
analysing forecasting performance” section).

5.	 What are the commonly used model validation strat-
egies? (“Considerations when analysing forecasting 
performance” section).

6.	 What are the main dependencies and limitations of 
crime forecasting performance? (“Considerations 
when analysing forecasting performance” section).

Before presenting the results (“Results” section) and 
discuss them in the form of a SWOT analysis (“Discus-
sion” section), we summarize previous literature work on 
crime prediction and analytics (“Related work” section) 
and then present the methodology to select the papers 
and ensure the study quality (“Methods” section). Last, in 
“Conclusion” section we conclude with the main findings 
of each research question. With our work, we aim to shed 
light on future research directions and indicate pitfalls to 
consider when performing spatial crime forecasting.

Related work
The papers identified as review or related-work studies (a 
total of 13) date back to 2003 and are connected to the 
keyword strategy that we used (find further details in 
“Study selection” section). In addition, to review papers 
(a total of 9), we also include two editorials, one book 
chapter, and one research paper, because they contain an 
extensive literature review in the field of crime predictive 
analytics.

Five papers focus on data mining with a much broader 
scope than our topics of interest, i.e., prediction, forecast-
ing, or spatial analysis. The oldest one proposes a frame-
work for crime data mining (Chen et al. 2004). It groups 
mining techniques into eight categories, including (a) the 
entity extraction (usage example: to identify persons), (b) 
clustering (usage example: to distinguish among groups 
belonging to different gangs), (c) association rule mining 
(usage example: to detect network attacks), (d) sequen-
tial pattern mining (usage example: same as before), (e) 
deviation detection (usage example: to identify fraud), (f ) 
classification (usage example: to identify e-mail spam-
ming), (g) string comparator (usage example: to detect 
deceptive information), and (h) social network analysis 

(usage example: to construct the criminal’s role in a net-
work). Association rule, clustering, and classification are 
the ones that have been discussed in other crime data 
mining reviews, such as for the identification of crimi-
nals (i.e., profiling) (Chauhan and Sehgal 2017), applica-
tions to solve crimes (Thongsatapornwatana 2016), and 
applications of criminal career analysis, investigative 
profiling, and pattern analysis (with respect to criminal 
behaviour) (Thongtae and Srisuk 2008). Furthermore, 
Hassani et al. (2016) conducted a recent in-depth review 
that looked at over 100 applications of crime data min-
ing. Their taxonomy of applications identifies five types 
that include those previously described by Chen et  al. 
(2004) with the exemption of sequential pattern min-
ing, deviation detection, and string comparator. Regard-
ing specific algorithms, the emphasis is put on three 
types, namely decision trees, neural networks, and sup-
port vector machines. Chen et  al. (2004) work covers a 
broad spectrum of crime analysis and investigation and 
as such, it identifies a couple of studies related to hotspot 
detection and forecasting under the mining categories of 
clustering and classification. These technical review stud-
ies gave us examples of the data items that we need to 
extract and analyse, such as the techniques that are used 
and the tasks that are performed (Thongsatapornwatana 
2016) as well as the study purpose and region (Hassani 
et al. 2016).

The oldest, yet still relevant paper to our work is an 
editorial to six crime forecasting studies (Gorr and Har-
ries 2003). The authors refer to crime forecasting as a 
new application domain, which includes the use of geo-
graphical information systems (GIS), performs long- and 
short-term prediction with univariate and multivariate 
methods, and fixed boundary versus ad hoc areal units 
for space and time-series data. More than 15 years later, 
this application domain is not new but it still involves the 
same characteristics as described above. Another edito-
rial by Kennedy and Dugato (2018) introduces a special 
issue on spatial crime forecasting using the Risk Terrain 
Modelling (RTM) approach. The focus of most papers is 
to analyse factors that lead to accurate forecasts because 
the foundation of the RTM approach is based on the 
Theory of Risky Places by Kennedy and Caplan (2012). 
This theory starts with the proposition that places vary 
in terms of risk due to the spatial influence of crimino-
genic factors. Last, a recent review study summarizes 
past crime forecasting studies of four methods, namely 
support vector machines, artificial neural networks, 
fuzzy theory, and multivariate time series (Shamsuddin 
et al. 2017). The authors suggest that researchers propose 
hybrid methods to produce better results. In our study 
we group and discuss a much wider number of methods 
(a list of 66 in Additional file 1 C) and we also identified 
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hybrid approaches (e.g., ensemble methods) one of which 
dates back to 2011.

In addition, we identified two papers that describe 
spatial methods for spatial crime prediction per se. The 
paper by Bernasco and Elffers (2010) discusses statistical 
and spatial methods to analyse crime. They interestingly 
distinguish two types of spatial outcomes for modelling, 
including spatial distribution and movement. When it 
comes to spatial distribution, which is relevant to the 
scope of our paper, the authors describe the following 
spatial methods, including spatial regression models, 
spatial filtering, geographically weighted regression, and 
multilevel regression with spatial dependence. The paper 
by Chainey et al. (2008) focuses on hotspot mapping as 
a basic approach to crime prediction. The techniques 
they describe and empirically examine are spatial ellip-
ses, thematic mapping of geographic areas, grid thematic 
mapping, and Kernel Density Estimation (KDE). Among 
these, KDE yielded the highest prediction accuracy index 
(PAI) score. Surprisingly, most of the spatial methods 
(with the exemption of KDE and RTM) have not been 
used by authors of our selected papers (see methods dis-
cussed in “Spatial crime forecasting methods” section).

Regarding predictive policing, a recent review explains 
its definition, how it works, how to evaluate its effective-
ness, and it also provides an overview of existing (mostly 
commercial) applications (Hardyns and Rummens 2018). 
One of the innovative aspects of this review is the section 
on the evaluation of predictive policing using three crite-
ria, namely the correctness of the prediction, the effect of 
predictive policing implementations to actual crime rates, 
and the costs relative to the methods being replaced. The 
authors of this paper support the definition of predictive 
policing that originates from Ratcliffe (2015, p. 4), which 
reads: “the use of historical data to create a spatiotempo-
ral forecast of areas of criminality or crime hot spots that 
will be the basis for police resource allocation decisions 
with the expectation that having officers at the proposed 
place and time will deter or detect criminal activity”. In 
general, spatial crime forecasting has a broader scope and 
is not synonymous to predictive policing. In addition, the 
papers that we examine do not aim in assisting policing 
decisions (although this can be an indirect consequence) 
but they have an academic and explanatory focus. How-
ever, the effectiveness of the predictive analysis- first 
criterion, as framed by Hardyns and Rummens (2018), 
is highly connected to our scope and thus is further ana-
lysed, from a technical perspective, in “Considerations 
when analysing forecasting performance” section.

A second predictive policing systematic review by Seele 
(2017) examines the potential of big data to promote sus-
tainability and reduce harm and also discusses ethical and 
legal aspects linked to predictive algorithms. Similarly, 

Ozkan (2018) also reviews big data for crime research. 
This paper provides a critical discussion on the benefits 
and limitations of data-driven research and draws atten-
tion to the imminent threat of eliminating conventional 
hypothesis testing, which has traditionally been an inte-
gral scientific tool for social scientists and criminologists.

Except for Seele (2017) no other related-work study 
follows a systematic procedure regarding the methods 
to identify and select relevant research, and thereafter 
to collect and analyse data from them. Also, our work 
focuses only on spatial crime forecasting, which is nar-
rower than crime data mining and broader than pre-
dictive policing as discussed above. Last, we aim to 
contribute with scientific reference for technical issues in 
future studies. To achieve this, we follow a review proto-
col (“Methods” section), to answer six research questions 
(mentioned in “Background”) that have not been system-
atically addressed by previous studies.

Methods
Study selection
This study follows the reporting guidance “PRISMA” 
(Preferred Reporting Items for Systematic reviews and 
Meta-Analyses) (Liberati et  al. 2009). PRISMA suggests 
a checklist of 27 items regarding the sections of a sys-
tematic literature review and their content, as well as a 
four-phase flow diagram for the selection of papers. We 
adopted and modified the PRISMA guidance accord-
ing to the needs of our study. Our flow diagram contains 
three phases for the selection of papers. The first phase is 
“identification” and involves the selection of information 
sources and a search strategy that yields a set of possi-
ble papers. The second phase is “screening” the selected 
papers from the first phase, and removing the ones that 
are not relevant to the research scope. The third phase is 
“eligibility”, in which we applied a more thorough reading 
of papers and selected the ones that are relevant to our 
research questions. The count of papers in each phase 
and their subsequent steps are illustrated in Fig. 1.

The number of papers selected in the Identification 
phase is based on eleven keywords related to crime pre-
diction (i.e., predict crime, crime predictive, predictive 
policing, predicting crimes, crime prediction, crime 
forecasting, crime data mining, crime mining, crime 
estimation, crime machine learning, crime big data). In 
addition, we added seven more spatially explicit terms 
(i.e., crime hotspot, spatial crime prediction, crime risk 
terrain modelling, spatial crime analysis, spatio-tempo-
ral modelling crime, spatiotemporal modelling crime, 
near-repeat crime). In a subsequent analysis, we have 
visualized the word frequency of the titles of the selected 
papers as evidence of the relevance of the keywords used. 
This can be found in Additional file  1 B: A word cloud 
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of high-frequency words extracted from the titles of the 
selected papers.

Next, we selected information sources to perform lit-
erature searches. Although there is a remarkable num-
ber of search engines and academic databases, we focus 
on scholarly and comprehensive research databases 
including fields where spatial crime prediction is a rep-
resentative topic. We considered the following databases, 
including Web of Science by Clarivate Analytics (WoS), 
Institute of Electrical and Electronics Engineers (IEEE) 
Xplore, ScienceDirect by Elsevier (SD), and Association 
for Computing Machinery (ACM) Digital Library. We 

consider that an optimal search process should include 
multiple academic search databases, with searches being 
carried out at the best level of detail possible. In addition, 
as also discussed by Bramer et  al. (2017) in an explora-
tory study for database combinations, if the research 
question is more interdisciplinary, a broader science 
database such as Web of Science is likely to add value. 
With regards to Google Scholar (GS) there are divergent 
opinions between researchers if GS brings relevant infor-
mation for an interdisciplinary review or not. Holone 
(2016) discusses that some engine searches, specifically 
GS, have a tendency to selectively expose information 

Fig. 1  The three phases of the study selection process: identification, screening, and eligibility
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by using algorithms that personalize information for the 
users, calling this the filter bubble effect. Haddaway et al. 
(2015) found that when searched for specific papers, the 
majority of the literature identified using Web of Science 
was also found using GS. However, their findings showed 
moderate to poor overlap in results when similar search 
strings were used in Web of Science and GS (10–67%), 
and that GS missed some important literature in five of 
six case studies.

In each database, we used keywords on singular and 
plural word versions (e.g., crime hotspot/s). For WoS, we 
used the advanced search option, by looking for papers 
written in English and matching our keywords with the 
topic or title. For IEEE, we searched for our keywords in 
the metadata or papers’ titles. In SD and ACM, we used 
the advanced search option with Boolean functions that 
searched our keywords in the title, abstract, or paper’s 
keywords. The identified papers were integrated directly 
into the free reference manager Mendeley. Last, we 
removed duplicates within each database, which resulted 
in 786 papers for the second phase, the Screening phase. 
The last search in the Identification phase was run on 5 
February 2019.

Whereas, the use of statistical and geostatistical analy-
ses for crime forecasting has been considered for quite 
some time, during the last two decades there has been 
an increasing interest in developing tools that use large 
data sets to make crime predictions (Perry 2013). Thus, 
predictive analytics have been included in law enforce-
ment practices (Brayne 2017). This is the main reason 
that during the Screening phase, we first excluded papers 
published before 2000. Second, we removed duplicates 
across the four selected databases (WoS, IEEE, SD, and 
ACM). Third, we screened all papers to identify the “non-
relevant” ones. This decision was made by defining “rel-
evant” papers to contain the following three elements. 
The first element is that a paper addresses crime events 
with explicit geographic boundaries. Common examples 
of excluded papers are the ones dealing with the fear of 
crime, offenders’ characteristics, offender, victims’ char-
acteristics, geographical profiling, journey to crime, and 
cyber or financial crime. The second element for a paper 
to be “relevant” is that it employs a forecasting algorithm 
and is not limited to exploratory or clustering analysis. 
The third element is that there is some form of spatial 
prediction. This means that there are predefined spa-
tial units of analysis, such as inferencing for each cen-
sus block of the study area. For the relevance elements, 
our strategy was the following: (a) read title and screen 
figures and/or maps, (b) if unsure about relevance, read 
abstract, (c) if still unsure about relevance, search for rel-
evant words (e.g., geo*, location, spatial) within the docu-
ment. The last step of the Screening phase was to remove 

relevant papers that authors did not have access to, due 
to subscription restrictions. The Screening phase resulted 
in 193 relevant papers to be considered for the third and 
final phase.

During this final phase, the Eligibility phase, we read 
the abstract and main body of all 193 papers (e.g., study 
area, data, methods, and results). The focus was to 
extract data items that compose the paper’s eligibility cri-
teria. These are grouped into three categories, namely: 
(a) publication type which is the first data item, (b) rel-
evance: consists of data items relevance and purpose, 
and (c) study characteristics: consists of data items study 
area, sampling period, empirical data, evaluation met-
rics. Next, we discuss each category and the data items 
it entails.

The first data item is the publication type. Literature 
reviews sometimes exclude conference papers because 
their quality is not evaluated like International Scien-
tific Indexing (ISI) papers. However, for some disci-
plines, such as computer science, many conferences are 
considered as highly reputable publication outlets. In 
the Screening phase, we found a large number of papers 
from computer or information science scholars, hence at 
this stage we decided not to exclude conference papers 
(n = 65), but also non-ISI papers (n = 19). In total, we 
excluded nine papers that are book chapters or belong to 
other categories (e.g., editorial).

The next two “relevance” criteria (i.e., relevance and 
purpose) address the fit of the papers’ content to our 
research scope. Paper relevance was checked again dur-
ing this phase. For example, some papers that appeared 
to be relevant in the Screening phase (i.e., a paper is 
about crime events, space, and forecasting), were actu-
ally found not to be relevant after reading the core part 
of the paper. For example, prediction was mentioned in 
the abstract, but what the authors implied was that pre-
diction is a future research perspective of the analysis 
that was actually done in the paper. Also, we added the 
data item “purpose” to separate methods that model and 
explore relationships between the dependent and inde-
pendent variables (e.g., crime attractors to burglaries) 
from the ones that perform a spatial forecast. The num-
ber of papers that were excluded due to these criteria 
amounted to 81.

Last, there are four more “study characteristics” criteria 
relevant to the quality and homogeneity of the selected 
papers. First, the study area should be equal to or greater 
than a city. Cities are less prone to edge effects compared 
to smaller administrative units within a city that share 
boundaries with other units (e.g., districts). In addition, 
the smaller the study area the more likely it is that con-
clusions are tailored to the study characteristics and are 
not scalable. Second, the timeframe of the crime sample 
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should be equal or greater than a year to ensure that sea-
sonality patterns were captured. These two items also 
increase the homogeneity of the selected studies. Yet, 
there are significant differences among studies that are 
discussed further in Results section. The last two crite-
ria are the restriction to analysing empirical data (e.g., 
proof of concepts or purely methodological papers were 
excluded) and to use measures that evaluate the models’ 
performance (e.g., mean square error). The last two cri-
teria ensure that we only analyse studies that are useful 
to address our research questions. The number of papers 
that were excluded due to the publication type, the rele-
vance, or the study characteristics were 71. Furthermore, 
Fig. 1 shows the number of excluded papers for each data 
item (e.g., 17 papers were excluded due to insufficient 
size of the study area). Finally, the entire selection pro-
cesses yielded 32 papers.

Study quality
Two of the four authors of this research performed the 
selection of the papers to be analysed. Prior to each 
phase, these two authors discussed and designed the pro-
cess, tested samples, and divided the workload. Then, 
results were merged, analysed, and discussed until both 
authors reached a consensus for the next phase. The 
same two authors crosschecked several of the results to 
ensure methodological consistency among them. The 
reading of the papers during the final phase (i.e., eligibil-
ity) was performed two times, by alternating the papers’ 
samples among the two authors, to ensure all eligible 
papers were included. In addition, in case some infor-
mation on the paper’s content was unclear to the two 

authors, they contacted via email the corresponding 
authors for clarifications.

Regarding the results subsections that constitute 
four study stages (“Study characteristics”, “Overview of 
selected publications on spatial crime forecasting”, “Spa-
tial crime forecasting methods”, and “Considerations 
when analysing forecasting performance” sections), one 
or two authors performed each and all authors contrib-
uted to extracting information and reviewing them. To 
extract information that is structured as data items we 
followed a procedure of three steps that was repeated 
at each stage. First, the papers were read by the authors 
to extract manually the data items and their values 
(1—extract). Data items and their values were then dis-
cussed and double-checked by the authors (2—discus-
sion/consensus). In case information was still unclear, we 
contacted via email the corresponding authors for clari-
fications (3—consultation). This information was struc-
tured as a matrix where rows represent the papers and 
columns are several items of processed information (e.g., 
a data item is the year of publication). Table 1 shows the 
data items at the stage at which they were exploited. The 
attributes (values) of the items are discussed in “Results” 
section.

The risk of bias in individual studies was assessed via 
the scale of the study. Spatial and temporal constraints 
were set (already defined in the eligibility phase) to 
ensure that we analyse medium to large scale studies and 
that findings are not tied to specific locality or seasonality 
characteristics. Furthermore, we did not identify dupli-
cate publications (i.e., two or more papers with the same 
samples and experiments) and did not identify study 
peculiarities, such as special and uncommon features or 
research topics.

Last, the risk of bias across studies was assessed via an 
online survey. We contacted the authors of the publica-
tions (in some cases we could not identify contact details) 
and ask them to respond to a short survey regarding the 
results of their paper. The introductory email defined 
the bias across studies as “Bias across studies may result 
from non-publication of full studies (publication bias) 
and selective publication of results (i.e., selective report-
ing within studies) and is an important risk of bias to a 
systematic review and meta-analysis”. Then, we explained 
the content of the survey that is to identify, if there are 
non-reported results that are considerably different from 
the ones in their papers. This information was assessed 
via two questions (for further details we added the ques-
tionnaire as a Additional file 1 of this paper). Out of the 
32 papers, we received responses for 11 papers (n = 12, 
with two authors responding to the same paper). One 
factor that explains the low response rate is that many 
authors have changed positions (papers date back to 

Table 1  Data items analyzed at different study stages

Study stage Data items

Identification Authors; year; title; data source

Screening Relevance_1; availability

Eligibility Publication type; empirical data; performance 
evaluation; spatial size; temporal size; purpose, 
relevance_2

Results “Study char-
acteristics”

Year; title; discipline; journal/conference; study 
area country, institution

Results “Overview of 
selected publica-
tions on spatial 
crime forecasting”

Study area; scale; sampling period; months; type; 
sample; inference; task; spatial unit; temporal 
unit

Results “Spatial 
crime forecasting 
methods”

Proposed method; best proposed method; 
baseline method; proposed algorithm type; 
proposed method input, variables

Results “Considera-
tions when analys-
ing forecasting 
performance”

Evaluation metric; validation strategy
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2001) and for some we could not identify their new con-
tact details, while for others we received several non-
delivery email responses.

Regarding the responses’ results, seven authors 
responded that they never conducted a similar study 
to the one for which they were contacted for and five 
responded that they have conducted a similar study to 
the one for which they were contacted. A similar study 
was defined as a study in which: (a) the study design, 
selection of independent variables/predictors, selection 
of method(s), and parametrization of a method(s) are the 
same, and (b) data can be different. From those who per-
formed a similar study four responded that their results 
were not different and one responded that their results 
were considerably different. However, in a follow-up 
explanatory answer, this author responded that chang-
ing the parametrization yielded different results regard-
ing the performance ranking of three algorithms and that 
the data and the study area were the same. Based on this 
small-scale survey there is no indication that there is a 
risk of bias across studies. However, further investigation 
of this matter is needed.

Results
Study characteristics
In this section, we discuss generic characteristics of the 
selected papers. To start with, the type of publication is 
slightly higher for ISI journal articles (n = 18) than for 
conference papers (n = 14). The 32 papers were published 
in a variety of journals and conferences and no preference 
was observed for a particular publication outlet. In spe-
cific, four journals and one conference published two or 
three of the selected papers each (Table 2) and all other 
papers were published in different journals and confer-
ences. On the other hand, there is little variation regard-
ing the country of the study area. The majority of studies 
were conducted in the US, which is probably a somewhat 
biased statistic, considering the large US population size, 

as well as the used language (e.g., English) of the study 
selection process. Similarly, institutions that have pub-
lished more than one paper on spatial crime forecast-
ing are based in the US with the exception of the Federal 
University of Rio Grande do Norte, Brazil, that has recent 
publications in this field.

We also collected the discipline associated with each 
paper. To do so we used the affiliation of the first author 
and extracted the discipline down to the department 
level, if this was possible. Then we used as a bench-
mark reference the 236 categories/disciplines used in 
Journal Citation Reports (JCR)1 by the Web of Science 
Group. Each affiliation of authors was then matched to 
one of the categories. In Table  2, we see the disciplines 
that appeared more than one time (i.e., computer sci-
ence, criminology, public administration, and geo-
sciences). Although we collected a variety of disciplines 
these are the ones that we encountered more than once 
and account for the majority of the papers (n = 22). Thus 
scholars of these disciplines seem to have a greater inter-
est in spatial crime forecasting.

Figure  2 shows the number of eligible and selected 
articles by year during the study selection period. We 
included the eligible in addition to the selected papers 
for two reasons. First, many of the eligible papers looked 
into spatial crime forecasting but did not meet the cri-
teria defined for this study. Second, other papers may 
not be relevant to forecasting, but are relevant to the 
broader topics of prediction or modelling. The graph 
in Fig. 2 depicts a rapidly increasing trend over the last 
couple of years. For the eligible papers, the number of 
articles increased substantially since 2013, whereas for 
the selected papers, a similar trend is evident in the last 
2 years.

Table 2  A summary of  the  papers’ general characteristics such as  journal or  conference, country of  study area, 
institution, and scientific discipline of the first author

Top 5 journals or conferences (no of papers) Top 3 countries (count)

International Journal of Forecasting (3) USA (23)

Applied Geography (2) Brazil (2)

European Journal on Criminal Policy and Research (2)
EPJ Data Science (2)
International Conference on Systems, Man, & Cybernetics (2)

UK (2)

Top 4 institutions (no of papers) Top 4 disciplines (no of papers)

University of Massachusetts Boston, US (3)
Carnegie Mellon University, US (2)
Federal University of Rio Grande do Norte, Brazil (2)
Indiana University—Purdue University Indianapolis, US (2)

Computer Science, Information systems (12)
Criminology & Penology (5)

Public administration (3)
Geosciences, Multidisciplinary
(2)

1  JCR: https​://clari​vate.com/webof​scien​cegro​up/solut​ions/journ​al-citat​ion-
repor​ts/.

https://clarivate.com/webofsciencegroup/solutions/journal-citation-reports/
https://clarivate.com/webofsciencegroup/solutions/journal-citation-reports/
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Overview of selected publications on spatial crime 
forecasting
In Table 3 we enlist each selected paper along with infor-
mation related to space (i.e., study area and spatial scale), 
time (i.e., sampling period and period in months), crime 
data (i.e., crime type and crime sample size), and predic-
tion (i.e., predicted information, task, spatial unit, and 
temporal unit). In this section, we consider these 10 data 
items as initial and basic information when reporting a 
spatial crime forecasting study. A reader who may want 
to replicate or modify the methodological approach pre-
sented in the follow-up research will require the same 10 
data items to assess whether such approach is adequate 
to the author’s follow-up study and research objectives. 
More importantly, when any of these data items are 
missing an assessment of the generalizability (or bias) of 
the conclusions and interpretation of results is limited. 
Unfortunately, the majority of the 32 selected papers 
(n = 21) had at least one item with undefined or unclear 
information for five out of the 10 data items (Fig.  3). 
From these, 52% (n = 11) were conference papers and 
48% (n = 10) were ISI articles. On the other hand, 73% 
(n = 8) of the papers with no undefined or no unclear 
information were ISI papers and 27% (n = 3) were confer-
ence papers.

Most of the studies were conducted at the city level. 
In two studies, the forecasting area covered a county, 
which is the US administrative unit that usually 
expands across a city’s boundary. In one paper, predic-
tions covered an entire country (US). New York City 
(US) was examined in four studies, Pittsburgh (US) was 
examined in three studies, and Portland (US), Natal 
(Brazil), and Chicago (US), were examined in two stud-
ies. All other publications were based on individual 
study areas.

The oldest crime data that were used in the 32 papers 
are from the year 1960 and the most recent crime data 

are from 2018. The sampling period ranges from 1 year 
up to 50  years. There is one paper with an undefined 
sampling period. However, from the article it can be 
inferred that the length of the sampling period is at least 
1  year. Regarding the sample size of the crime data, it 
ranges from about 1400 incidents up to 6.6 million, 
which is relevant to the number of crime types as well 
as to the length of the sampling period. As for the num-
ber of crime types, there are four studies that aggregated 
and analysed all crime types together, twelve studies that 
focused on a particular crime type, fourteen studies that 
looked from two to up to 34 different crime types, and 
three studies with undefined information on the crime 
type analysed. Residential burglary was the crime type 
that was most often examined in studies that looked into 
only one crime type.

The last four data items in Table  3 describe details of 
the forecasted information, which we refer to as “infer-
ence”. The temporal unit is the time granularity of the 
inference and ranges from a fine granularity of 3 h up to 
1 year. The most frequent temporal unit across all papers 
is 1 month (used in 12 papers). In addition, day and week 
have been used in eight studies and years in seven stud-
ies. Other less frequent temporal units are 3 h, daytime 
for 1 month, night-time for 1 month, 2  weeks, 2 months, 
3  months, and 6  months. Similarly, the spatial unit is 
the space granularity of the inference and ranges from a 
small area of 75  m × 75  m grid cell size to a large area, 
such as police precincts or even countries. The spatial 
unit is difficult to analyse and to compare for two rea-
sons. First, spatial units do not have a standard format 
like time and are two-dimensional. Thus, they can vary in 
size and shape. Second, for about one-third of the papers 
this information was poorly reported (Fig. 3). In the case 
of administrative units (e.g., census blocks or districts), 
the shape and size usually vary, but if someone is looking 
for further details or the units themselves, these can be in 
most cases retrieved by administrative authorities. How-
ever, spatial clusters may also vary in shape and size, but 
if details are not reported (e.g., the direction of ellipses, 
the range of clusters’ size, the average size of clusters) it 
is difficult to quantify and replicate such clusters. We also 
encountered cases where authors report dimensions of a 
grid cell size without mentioning the units of measure-
ment. Nevertheless, the grid cell seems to be the prefer-
able type of spatial unit and it is used in the majority of 
papers (n = 20).

The data items “inference” and “task” refer to the 
types of forecasted information and predictive task, 
respectively. Inference and task are defined according 
to the information that the authors evaluated and not 
to the output of a prediction algorithm. For example, an 
algorithm may derive crime intensity in space (i.e. the 

Fig. 2  A yearly count of eligible and selected papers from 2001 to 
2018
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algorithm’s output), which the authors used to extract 
hotspots (i.e. processed output to be evaluated) from 
and then evaluate their results using a classification 
measure such as precision, accuracy, or others. Some 
predictive methods, such as random forest, can be used 
for both classification and regression tasks. It is unclear 
why some authors choose to apply a regression applica-
tion of a method and then process, derive, and evaluate 
a classification output, although they could do this by 
directly applying a classification application of the same 
method. In addition, the inference “hotspots” in Table 3 
includes the next four categories:

1. Hotspots and non-hotspots are defined using a statistical approach 
that separates space between high and low crime areas.

2. Hotspots and non-hotspots are defined using an arbitrary threshold 
that separates space between high and low crime areas.

3. Crime and non-crime are defined using a statistical approach that 
separates space between areas where crime is likely to occur and areas 
crime is not likely to occur.

4. Crime and non-crime are defined using a statistical approach that 
separates space between areas where there is at least one estimated 
crime and areas where there is no estimated crime.

Concerning categories three and four, some authors 
refer to these areas as hotspots and others do not. We 
group all four categories together and define them as 
hotspots and non-hotspots, representing the output of 
a binary classification that separates space into areas for 
police patrolling that are alarming and non-alarming. 
We acknowledge that in the field of spatial crime analy-
sis, hotspots are areas of high crime intensity. However, 
in our selected papers there does not seem to be a clear 
definition of the term “hotspot”.

The majority of the papers (n = 20) inferred hotspots 
as the outcome of a binary classification. Nine studies 
inferred the number of crimes or the crime rate in each 
spatial unit. However, three studies appear to be some-
how different and unique from the rest. Huang et  al. 
(2018) evaluated the forecasted category of crime as the 
output of a binary classification problem (e.g., is cate-
gory A present in area X; yes or no). Ivaha et al. (2007) 
inferred the total number of crimes in a region, spatial 
clusters (or hotspots), and the share of crime within 
each cluster. Last, Rodríguez et al. (2017) evaluated the 
properties (i.e., location and size) of inferred clusters.

Spatial crime forecasting methods
The first three data items that were extracted to be ana-
lysed in this section are the proposed forecasting method, 
best proposed forecasting method, and the baseline fore-
casting method. The latter is the method used as a com-
parison measure of the proposed method. We analysed 
the frequency of the methods for each of the three 

forecasting types. The best proposed forecasting method is 
the one with the best performance throughout the con-
ducted experiments. For example, if an experiment is 
evaluated separately on multiple types of crimes, we only 
count the method with the best performance for most 
cases. In case two methods perform similarly (as evi-
denced by statistical results and reported by the authors 
of the papers), both methods are considered. This was 
necessary because some papers proposed more than one 
method to be compared with a baseline method, but in 
the end, these papers propose the method with the best 
performance. In addition, this reduces biased frequency 
counts of proposed methods. On the other hand, we con-
sidered as a baseline the method, with which the authors 
wanted to compare the proposed methods. For instance, 
Zhuang et  al. (2018) proposed three Deep Neural Net-
works and used an additional six machine learning algo-
rithms as baseline methods to assess how much better 
the proposed methods were compared to the baseline 
methods. In this case, we counted the six machine learn-
ing algorithms as the baseline methods.

In Table  4, we show “top” methods (i.e., frequently 
counted within the 32 selected papers) by each item. Ran-
dom Forest (RF) is the most frequently used proposed 
method. Multilayer Perceptron (MLP) appears as a top 
method in all three items (i.e., proposed, best, baseline). 
Other best proposed methods are Kernel Density Esti-
mation (KDE)-based and Risk Terrain Modelling (RTM). 
Interestingly, Support Vector Machines (SVM) have been 
proposed in five papers, but are not among the top four 
best-proposed methods. On the other hand, plenty well-
known statistical models, are preferred as baseline meth-
ods, such as Autoregressive model (AR)-based, Logistic 
Regression, Autoregressive Integrated Moving Average 
model (ARIMA), and Linear Regression, as well as KDE-
based and K Nearest Neighbours. In Additional file 1 C 
we added detailed tables that show for each paper the 
data items proposed method, best proposed method, and 
baseline method.

In the next sections, we categorize the proposed fore-
casting methods by type of algorithm (“Algorithm type 
of proposed forecasting methods” section) and by type 
of inputs they take (“Proposed method input” section). 
This task was challenging because there is no scientific 
consensus on a single taxonomy or categorization of 
analytical techniques and methods. Papamitsiou and 
Economides (2014) reviewed papers in educational 
analytics, categorizing data mining methods into classi-
fication, clustering, regression, text mining, association 
rule mining, social network analysis, “discovery with 
models”, visualization, and statistics. Other researchers 
would summarize all of these categories, for instance, 
as supervised learning, non-supervised learning, and 
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exploratory data analysis. Vlahogianni et al. (2014) use 
different categorizations for reviewed papers in traffic 
forecasting, including aspects related to the model’s 
approach to treating inputs and other properties rel-
evant to split the proposed methodologies. The right 
granularity of properties to define a useful categoriza-
tion can be problematic and particular for each field.

Algorithm type of proposed forecasting methods
Another suitable characteristic to classify forecast-
ing methods is the similarities between algorithms. 
We divide all algorithms used in the reported papers 
into (i) kernel-based (ii) point process, (iii) traditional 
machine learning, and (iv) deep learning, according 
to the following criteria. Kernel-based algorithms are 
particularly concerned with finding a curve of crime 
rate � for each place g  that fits a subset of data points 
within the boundaries of a given kernel (see Eq. 1). We 
observe that the main difference among kernel-based 
algorithms is the use of different kernel types. Hart and 
Zandbergen (2014) experimented with different ker-
nel types, providing some useful conclusions. In our 
selected papers, six of them have used kernel-based 
algorithms with the most frequently used the simple 
two-dimensional Kernel Density Estimation (KDE) 
(n = 2). However, we observed that some methods are 
a variation from the simple KDE model, in the form of 
the Spatio-Temporal KDE (STKDE) used in the paper 
by Hu et  al. (2018), the Network-Time KDE (NTKDE) 
proposed by Rosser et al. (2017), or the dynamic-covar-
iance KDE (DCKDE) proposed by Malik et  al. (2014). 
We also have considered the Exponential Smooth-
ing method used in the paper of Gorr et al. (2003) as a 
kernel-based algorithm, since it works with a window 
function (kernel) on time series aggregation.

Point processes can be distinguished from kernel-
based algorithms insofar as a background rate factor µ 
that can be calculated stochastically, such as with a Pois-
son process, is considered. The background rate factor 
includes the modelling of covariates or features of the 
place g , such as demographic, economical, geographical, 
etc. variables (see Eq. 2). From the explanation made by 
Mohler (2014), we suppose that the introduction of the 
background rate makes the point process more suitable 
for multivariate modelling when compared to kernel-
based algorithms. In the reviewed papers, algorithms can 
be distinguished among each other based on their mathe-
matical formulations of κ and µ , but also on their internal 
parameter selection, mostly based on likelihood maximi-
zation. Only three papers proposed such an algorithm, 
including the Marked Point Process from Mohler (2014), 
the maximum likelihood efficient importance sampling 
(ML-EIS) from Liesenfeld et  al. (2017), and the Hawkes 
Process from Mohler et al. (2018).

In the case of machine learning algorithms, their for-
mulation is often associated with finding a function f  
that maps feature vectors X to a given output Y. These 
algorithms are distinguished from each other in the way 
this function is estimated, some being more accurate 
and complex than others. We include in this category all 
algorithms that are explicitly associated with regression 
or classification. They differ from algorithms of previous 
categories, because f  is constructed only after a training 
process. This training step aims to find a model that min-
imizes the estimation error between the predicted out-
put and the original output. The majority of the reported 
papers (n = 20) was included in this class of algorithms. 
The most proposed traditional machine learning algo-
rithms were RF and MLP (tied at n = 6), followed by SVM 
together with Logistic Regression (n = 4), and Negative 
Binomial Regression used in RTM studies together with 
(n = 3).

Although deep learning algorithms have the same for-
mulation as traditional machine learning algorithms, 
they present a much more complex internal structure 
that affects their use. The deep layer structure makes the 
computational budget mainly needed during training. 
Additionally, the need for samples is also greater, than 
for the other approaches. Among the reported papers, 
the three that have used this type of algorithm argue that 
it has the best overall performance. This includes the 
Deep Neural Networks (DNN) fitted by Lin et al. (2018), 

(1)�g (t) =
∑

t<ti

κg (t − ti)

(2)�g (t) = µg +

∑

t<ti

κg (t − ti)

Fig. 3  Percentages of all publications (n = 32) for describing basic 
information when reporting a spatial crime forecasting study. Blue: 
the item was properly defined; orange: the item was poorly defined 
or undefined
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the DeepCrime framework from Huang et  al. (2018), 
and the Long Short-Term Memory (LSTM) architecture 
proposed by Zhuang et  al. (2017). The paper by Huang 
et al. (2018) even presents a neural architecture dedicated 
to a feature-independent approach, with a recurrent 
layer dedicated to encoding the temporal dependen-
cies directly from the criminal occurrences. Still, none 
of these papers has discussed computational time per-
formance against other algorithms, nor sample sizes 
sufficient to obtain accurate models. At the time of this 
writing, we argue that there is no clear guidance on when 
one should conduct a deep neural networks approach, 
although in recent years evidence of its effectiveness has 
begun to emerge.

Proposed method input
Another split factor is the inputs of the forecasting 
methods, i.e. the independent variables. There are some 
forecasting methods that accept as input the latitude, 
longitude, and timestamp of criminal events (raw data), 
while others need to apply explicit aggregations or trans-
formations before feeding their models. In this paper, we 
refer as feature engineering the process of crafting, scal-
ing and selecting covariates or features to better explain 
a prediction variable which often requires considerable 
domain-specific knowledge. An example is the aggrega-
tion of criminal events into spatiotemporal series, which 
can be decomposed into autoregressive lags and used 
as features. This feature engineering can also be applied 
to ancillary data methodologies not directly related to 
crime. For instance, Lin et  al. (2018) count landmarks 
on the grid by counting the number of items in each cell 
(spatial aggregation) and craft a new feature for each 
landmark type, while Huang et al. (2018) define a part of 
their algorithm being a region embedding layer for only 
processing the raw location of the city’s landmarks. We 
believe that the split factor by method inputs may be use-
ful information for a potential researcher who wishes to 
perform spatial forecasting and consults this section of 
our paper. Data processing requires domain knowledge, 
and it is an expensive (timewise) task, especially when 
dealing with large spatiotemporal datasets. Thus, avoid-
ing the feature-engineering process may be preferable by 

some researchers. On the other hand, one may prefer to 
use data to derive their variables with particular patterns.

We call methods that have an internal approach to 
aggregating crime events into spatiotemporal vari-
ables “feature-engineering independent” and “feature-
engineering dependent”. In other words, these methods 
explicitly need aggregations to derive spatiotemporal var-
iables from the raw data independently of the forecasting 
algorithm. The majority (n = 24) of reported papers have 
an explicit way to transform their crime events, as well 
as ancillary data, into features to feed their algorithms 
(i.e., feature-engineering dependent). Although we have 
found many different forms of data aggregation into fea-
tures, both spatially and temporally, the procedure of 
assigning features is often insufficiently reported, mak-
ing it difficult to reproduce the proposed methodology. 
Still, well-defined workflows or frameworks followed by 
feature-engineering dependent methods were detailed in 
Malik et al. (2014) and Araújo et al. (2018). They synthe-
sized their forecasting methods in (1) aggregate raw data 
spatially, following a crime mapping methodology (e.g., 
counting events inside grid cells), (2) generate time series 
and their features, (3) fit a forecasting model using an 
algorithm, and (4) visualize the results. In feature-engi-
neering dependent methods the aggregation and time 
series generation is done separately as processing steps 
before fitting a model, whereas this is not needed for the 
feature-engineering independent methods.

Considerations when analysing forecasting performance
In this section, we look at measures of forecasting per-
formance (“Overview of evaluation metrics” section) and 
discuss which are used for each forecasting task, includ-
ing for classification and regression (“Metrics by forecast-
ing task” section). Then, we explore validation strategies 
by types of algorithms (“Algorithms and validation strat-
egies” section). Finally, we summarize and discuss the 
main dependencies and limitations of the above subsec-
tions (“Dependencies and limitations” section).

Overview of evaluation metrics
As mentioned in “Spatial crime forecasting methods” 
section, selected papers include forecasting baseline 

Table 4  Top four proposed, best proposed, and baseline methods applied in the 32 selected papers

Top 4 proposed methods (# of papers) Top 4 best proposed methods (# of papers) Top 4 baseline methods (# of papers)

Random Forest (7) Random Forest (5) Autoregressive model-based (5)

Multilayer Perceptron (6) Multilayer Perceptron (5) Logistic Regression (3)

Kernel Density Estimation-based (5)
Support Vector Machines (5)

Kernel Density Estimation-based (5)
Risk Terrain Modelling (3)

Autoregressive integrated moving average, Multi-
layer Perceptron, Linear Regression, KDE-based, 
KNN: (2)
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models, novel models, or ensemble models proposed by 
respective authors. Evaluation metrics of such models are 
in general, well-known in criminology, GIScience, math-
ematics, or statistics. However, it is important to mention 
that few authors highlight the necessity of combining or 
using diverse evaluation metrics.

We cannot make a comparison of all evaluation results 
across the 32 papers due to various reasons, such as dif-
ferent spatial and temporal units, study areas, or fore-
casting methods applied. Yet, we can discuss certain 
similarities between them. Choosing an evaluation met-
ric is highly dependent on the main prediction outcome, 
such as counts (e.g., for a Poisson distribution), normal-
ized values or rates (e.g., for a continuous Gaussian dis-
tribution), or binary classification (crime is absent or 
present). The most frequent evaluation metrics used 
in the selected papers are the Prediction Accuracy (PA, 
n = 9), followed by the Prediction Accuracy Index (PAI, 
n = 7), the F1-Score (n = 7), Precision and Recall (n = 5), 
the Mean Squared Error (MSE, n = 4), the Root Mean 
Squared Error (RMSE, n = 3), R-squared (n = 3), the 
Recapture Rate Index (RRI, n = 3), the Hit Rate (n = 2), 
the Area Under the Curve (AUC, n = 2), and the Mean 
Absolute Forecast Error (MAFE, n = 2). Some additional 
metrics are used only once, namely the Spatio-Tempo-
ral Mean Root Square Estimate (STMRSE), the average 
RMSE (RMSE), the Regression Accuracy Score (RAS), 
the Regression Precision Score (RPS), the Ljung-Box test, 
the Mean Absolute Error (MAE), the Mean Absolute Per-
centage Error (MAPE), macro-F1, micro-F1, the Mean 
(Squared) Forecast Error (M(S)FE), the Pearson Corre-
lation Coefficient, and the Nash coefficient. Generally, 
metrics derived from the confusion matrix, namely accu-
racy, precision, recall, and F1-Score, are used together to 
evaluate binary classifications.

We analysed the top three evaluation metrics (PA, PAI, 
F1-Score) in relation to their distribution among the data 
items of discipline, proposed forecasting algorithm type, 
forecasting inference, forecasting task, spatial unit, and 
temporal unit. Interestingly, we found that computer sci-
entists exclusively use the PA, while criminologists pre-
fer to apply the PAI. In addition, while the PA and the 
F1-Score have been preferably tested for short-term pre-
dictions (i.e., less or equal to 3 months), the PAI has been 
used for both short and long-term predictions. No other 
obvious pattern was detected among the other informa-
tion elements regarding the usage and preference of these 
evaluation metrics.

Metrics by forecasting task
The most common forecasting task is binary classifica-
tion (n = 21) for crime hotspots (n = 20) and the category 
of crime (n = 1). While the classification task is frequently 

discussed at the beginning of experiments, some articles 
consider in the performance evaluation a different item 
than in the output of the algorithm, thus transforming 
regression products into binary values. The most promi-
nent examples include RTM models (Drawve et al. 2016; 
Dugato et al. 2018; Gimenez-Santana et al. 2018), where 
the output of the algorithm is a risk score. This score is 
later reclassified into a binary outcome (a positive or 
negative risk score) for the purpose of the evaluation. 
In addition, Rummens et al. (2017) propose a combined 
ensemble model consisting of LR and MLP that infers 
risk values, similar to RTM, where authors consider as 
crime hotspot, values with a risk higher than 20%.

The regression task (n = 11) is largely used for predict-
ing the number of crimes (n = 8) and the performance is 
measured by various error measurements, such as MSE 
(n = 4) or RMSE (n = 3). Araujo et al. (2017) propose two 
new evaluation metrics, namely the Regression Accu-
racy Score (RAS), representing the percentage of suc-
cess in predicting a sample, and the Regression Precision 
Score (RPS), which defines the RAS’s precision. The RPS 
measures the MSE of success samples normalized by the 
variance of the training sample (Araujo et  al. (2017)). 
Rodríguez et al. (2017) introduce the Nash–Sutcliffe Effi-
ciency (NSE), which they derive from hydrological mod-
els forecasting, as a normalized statistic determining the 
relative magnitude of the residual variance compared to 
the measured data variance.

However, the number of crimes is not the only infer-
ence considered in regression models. For example, Ivaha 
et al. (2007) predict the percentage of crime in clusters, 
using spatial ellipses as spatial units, Rodríguez et  al. 
(2017) investigate properties of clusters, while Shoesmith 
(2013) infers crime rates from historical crime data.

In addition to the above-mentioned evaluation metrics, 
three articles discuss surveillance plots for prediction 
evaluation. Mohler (2014) uses a surveillance plot met-
ric showing the fraction of crime predicted over a time 
period versus the number of grid cells with real crimes 
for each day (Fig. 4a). The same author mentions that this 
metric is similar to the receiver operating characteristic 
curve, or ROC curve, applied by Gorr (2009), but differs 
because it is not using an associated false positive rate on 
the x-axis. Similarly, Hu et al. (2018) apply the PAI curve, 
also a surveillance plot showing the area percentage on 
the x-axis, and the PAI or the hit rate value on the y-axis 
(Fig. 4b, c). Similarly, Rosser et al. (2017) use hit rate sur-
veillance plots, representing the mean hit rate against 
the coverage for the network and grid-based prediction 
approaches (Fig. 4c). These plots are highly useful to visu-
alize metrics’ values over the surveyed territory.
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Algorithms and validation strategies
As mentioned in “Spatial crime forecasting methods” 
section, in many of the papers, the proposed forecasting 
method does not include a novel algorithm, but mostly 
applies new variables that have not previously been used 
before. When reminding us of the four types of algo-
rithms, namely (i) kernel-based, (ii) point process, (iii) 
traditional machine learning, and (iv) deep learning, we 
note a diversity between the proposed forecasting and 
the baseline methods. In addition, validation strate-
gies are diverse, as well. Half of the studies (n = 16) con-
sider splitting the data into training and testing subsets. 
Most of these studies include 70% training (current) for 
30% testing (future) sets. Johansson et  al. (2015) use a 
combined approach, including rolling horizon, which 
is producing ten times the size of a sample for the KDE 
algorithm, containing 70% of the original crime dataset 
(keeping the 70/30 ratio). The final result is calculated as 
the mean of the ten measurements. Figure 5 gives a good 
overview of all algorithms and their validation strategies. 
This decision tree visualization includes five central data 
items, namely prediction task, proposed input forecast-
ing method, proposed forecasting algorithm type, vali-
dation strategy, and evaluation metrics. Classification m 
refers to those evaluation metrics that are particularly 
used for classification tasks (e.g., PA, F1-score). Regres-
sion m is a composition of error metrics for regression 
analysis (e.g., MSE, RMSE, MAE), while Criminology m 
includes crime analysis metrics (e.g., PAI, RRI).

Kernel-based algorithms are preferably used to predict-
ing hotspots (n = 5) and the number of crimes (n = 1). 
Interestingly, Malik et al. (2014) bring into discussion the 
fact that regions with similar demographics tend to illus-
trate similar trends for certain crime types. This obser-
vation is included in their prediction model “Dynamic 
Covariance Kernel Density Estimation method (DSKDE)” 
and compared with the “Seasonal Trend decomposi-
tion based on Loess (STL)” baseline model. Hart and 
Zandbergen (2014) and Johansson et  al. (2015) use a 
kernel-based KDE approach without comparing it with a 
baseline method, both considering the PAI as one of the 
evaluation metrics. Only two of the kernel-based stud-
ies consider ancillary data (Gorr et al. 2003; Rosser et al. 
2017), yet both use different validation strategies (rolling-
horizon and train-test split, respectively) and evaluation 
metrics (MAE, MSE, MAPE in the first publication and 
Hit Rate in the second publication). Thus, it is worth not-
ing that, while using the same base algorithm, such as 
KDE, other components of the prediction process may be 
different.

Two out of three point process algorithms do not 
explain the validation strategy followed in the stud-
ies (Liesenfeld et al. 2017; Mohler 2014). Mohler (2014) 

shows an interesting point process approach using only 
historical crime data, capturing both short-term and 
long-term patterns of crime risk. This article includes the 
surveillance plot evaluation (see “Metrics by forecasting 
task” subsection), comparing chronic and dynamic hot-
spot components for homicides and all crime types.

The third category of forecasting algorithms, the tradi-
tional ML, is split up almost equally between classifica-
tion and regression tasks. Only three articles discussing 
traditional ML algorithms do not mention information 
about the baseline comparison (Araújo et al. 2018; Rod-
ríguez et  al. 2017; Rummens et  al. 2017). The majority 
of ML algorithms (n = 11) use the training–testing split 
validation strategy applied to the classification task. 
Interestingly, one of the articles (Yu et al. 2011) discusses 
a different validation approach, the “Leave-One-Month-
Out” (LOMO), where instead of running the classifica-
tion only once on the training and testing data sets, it is 
run on S − 1 sets (S = number of sets/months).

An increasing body of forecasting techniques are based 
on DL, however, for this review, we include only three 
articles, with all of them for short-term prediction and 
coming from the computer science discipline (Huang 
et  al. 2018; Lin, Yen, and Yu 2018; Zhuang et  al. 2017). 
Two of the three articles consider geographic ancillary 
variables and apply the rolling-horizon validation strat-
egy, while the third article deals only with crime lags 
following a 10-fold cross-validation approach. All three 
articles consider a binary classification evaluated by met-
rics such as the PA and the F1-score. Zhuang et al. (2017) 
propose a spatio-temporal neural network (STNN) for 
forecasting crime occurrences, while embedding spatial 
information. They then compare the STNN with three 
state-of-the-art methods, including the Recurrent Neural 
Network (RNN), the Long Short-Term Memory (LSTM), 
and the Gated Recurrent Unit (GRU). Since the model is 
designed for all types of crime data, each crime type can 
lead to different performances of the STNN due to their 
variability in time and space. Presumably, challenges will 
appear for crime types with low data volumes, because 
neural networks require a sufficient amount of data for 
training.

Dependencies and limitations
Although most papers use standard evaluation metrics, 
such as PA for a binary outcome, they usually do not 
include complementary metrics, in order to ensure that 
every aspect of the prediction performance is covered. 
Often, the PA is used by itself to measure model perfor-
mance (Araújo et al. 2018; Malik et al. 2014; Mu et al. 
2011). Complementary metrics are needed, because 
whilst one method may have a higher evaluation score 
than others, they may provide additional information. 
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For example, while showing a high PAI, the Predic-
tion Efficiency Index (PEI) value (Hunt 2016) may be 
reduced. PEI is another evaluation metric that is calcu-
lated by the ratio of the PAI to the maximum possible 
PAI a model can achieve. The difference between the 
PAI and the PEI can be explained by both metrics hav-
ing different dependencies on the cell size.

Complementary metrics also overcome limitations of 
some evaluation measures. For example, the PA is the 
sum of true positives and true negatives divided by the 
total number of instances, which represents the per-
centage that is classified correctly. However, this infor-
mation may not be enough to judge the performance of 
a model, because it omits information about precision. 
The Hit rate and the PAI are obtained through a divi-
sion, thus, when the denominator is small, both metrics 
are high. Consequently, when crime occurrences are 
low, results are heavily affected.

Furthermore, traditional metrics are global in nature, 
but in spatial prediction or forecasting, we are also 
interested in the spatial distribution of the prediction. 
There may be local areas of good and bad prediction 
performance, resulting in an average global value. A 
complementary metric for a regression outcome could 

be to calculate the Moran’s I of the prediction error 
and explore the variation of the predictive performance 
throughout the study area. Ideally, the prediction error 
should follow a random spatial distribution. Overall, we 
find a low to no interest in developing (local) spatial, 
temporal, or spatiotemporal evaluation metrics.

The relevance of evaluation metrics may be biased for 
various reasons. One example can be the class imbal-
ance. A model can have high accuracy while predicting 
the locations without crime very well. In contrast, loca-
tions with crimes are not well forecasted. Some authors 
try to ameliorate the negative–positive ratio between 
crime and no crime cells, by adjusting the weight of 
hotspots and cold spots (Yu et al. 2011), or change the 
training set, while the test set keeps its original, real 
data (Rumi et  al. 2018). Another dependency is the 
different kinds of aggregation that take place during 
modelling by time, space, or crime types attributes. For 
instance, while the majority of papers report to work 
with disaggregated crime types, some of them consider 
to aggregate crime types to, e.g., “violent crimes”, with-
out specifying which types are included. In addition, 
the effects spatiotemporal aggregations have on the 

Fig. 4  Comparable surveillance plots for evaluation metrics visualization in space (using dummy data). a ROC-like accuracy curve, b PAI curve, and 
c Hit rate curve
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forecasting performance are typically not analysed, but 
could easily be conducted with a sensitivity analysis.

Discussion
In this section, we perform a SWOT analysis of the most 
significant findings.

Strengths
One of the strongest elements of current research efforts 
is the incorporation of spatial or spatiotemporal informa-
tion into traditional prediction algorithms. The examples 
of this approach is STAR and STKDE (Shoesmith 2013; 
Rosser et  al. 2017). Also, KDE, a traditional method in 
the field, has been adapted to consider sampling prob-
lems, such as sparse data (DCKDE) and grid format 
(NTKDE) (Malik et al. 2014; Rosser et al. 2017). Besides, 
the interest of the scientific community in the incorpo-
ration and effect of big data into prediction is evident 
from the related work section. This interest is also sup-
ported by the trend of introducing dynamic variables 

into the modelling process, such as calculating visitor 
entropy from Foursquare or ambient population from 
social networks and transportation. Regarding the per-
formance evaluation, surveillance plots (Fig.  4) provide 
a more detailed picture of the accuracy of the forecasted 
information. Since they include the area coverage on the 
x-axis, they can be used by the police as a decision tool to 
identify the threshold that balances prediction accuracy 
with the size of patrolling areas.

Weaknesses
Overall, significant details of study experiments are not 
always reported and commonly undefined items are the 
spatial unit of analysis and the sample size. Similarly, 
for feature-engineering dependent methods the crafting 
procedures are not sufficiently described. The above ele-
ments make a study difficult to reproduce or to compare 
its results with a possible future study. Furthermore, we 
did not find any open source tools that implement spa-
tial crime forecasting using the best-proposed methods 
reported. Such a tool could enhance the possibility of 

Fig. 5  Overview of forecasting methods (see “Spatial crime forecasting methods” section) and their performance evaluation (see “Considerations 
when analysing forecasting performance” section) linked to the 32 selected papers. The papers’ references linked to their number are shown in 
Table 3. The letter m denotes an evaluation metric. The letter “U” denotes an undefined item
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reproducing results from an existing forecasting study. 
We suggest that all data items analysed in “Overview 
of selected publications on spatial crime forecasting” 
section (for an overview have a look at Table  3) should 
always be reported. However, a detailed “spatial forecast-
ing protocol” could be developed similarly to protocols 
for other modelling approaches such as the ODD proto-
col (Grimm et al. 2010). Furthermore, the most common 
spatial unit is the grid cell, which may not necessarily 
align with places that policing resources are typically 
deployed to. So far, we did not encounter a study that suf-
ficiently addresses this issue. Regarding the performance 
evaluation, most authors use standard metrics. A “global” 
standard metric, such as MAE, cannot describe the dis-
tribution of the prediction error across space, which can 
vary a lot. We thus propose to develop novel local spatial 
or spatiotemporal evaluation metrics. Finally, other mod-
elling issues are hardly discussed, if at all, such as overfit-
ting, multi-collinearity, sampling bias, and data sparsity.

Opportunities
There is a tremendous increase in spatial crime forecast-
ing studies. From the pool of the 32 selected papers, 7 
and 11 papers were published in 2017 and 2018, respec-
tively, compared to about one paper per year between 
2000 and 2016 (Fig. 2). This shows the growing interest 
of scholars from varying disciplines (compare Table  2) 
into this kind of research. The crime type that has been 
studied the most is residential burglary. It is unclear 
why this particular crime type and property crimes, in 
general, are more likely to be studied. A future oppor-
tunity could be to systematically test whether there is a 
pattern of property crimes to consistently outperform-
ing other crime types and why. Furthermore, except for 
RTM and KDE, other spatial methods mentioned in the 
related work section (“Related work” section) were not 
used by the selected papers. The reason may be that 
authors have varying backgrounds, such as computer sci-
ence and criminology, and may not be familiar with such 
methods. This opens a research opportunity to explore 
and compare less used spatial methods with traditional 
approaches, such as RTM or KDE. Another opportunity 
would be to compare the forecasting performance of the 
methods among each other. In this review, we presented 
methodological trends, but a fair comparison among spa-
tial methods was not possible. First, some methods were 
not compared to a baseline method. Other authors com-
pared the same method with a different set of features. 
Even if there were papers with a similar set of features a 
comparison among them would be biased due to varia-
tions of sample data, study areas, sampling periods, etc. 
Future empirical studies should focus on the comparison 

of algorithms, of which the number is constantly increas-
ing. We merged the selected papers into four categories 
of forecasting algorithms, including the kernel-based, 
point processes, traditional machine learning, and deep 
learning. Traditional machine learning algorithms were 
present in most proposed methods, with MLP and RF 
being the most common ones, while AR models were the 
most used baselines methods. A suggestion is to compare 
new or recently developed algorithms to the most fre-
quently proposed ones, instead of continuing to conduct 
further comparisons with traditional or simpler methods 
that have repeatedly shown to underperform.

Threats
We outlined that spatial crime forecasting studies lack 
coherent terminology, especially for terms such as “pre-
diction”, “forecasting”, and “hotspots”. The predominant 
predictive task is the binary classification (n = 21) and the 
predominant forecasting inference is hotspots (n = 20). 
It is important to understand the rationale behind this 
trend. Is regression analysis less useful or more diffi-
cult to predict? Although we notice a constant increase 
in developing classification algorithms or features to be 
infused in the classification task, we acknowledge the 
importance of both prediction tasks. Also, for the dis-
play of an area’s crime picture, it is important to examine 
both hotspots and coldspots or a multiclass classification 
towards the hottest crime spots. However, none of these 
was the focus of the examined papers. We acknowledge 
that forecasting hotspots is important for police to allo-
cate resources. Nevertheless, what about the information 
that can be derived by other types of spatial groupings 
such as coldspots, coldspot outliers, or hotspot outliers, 
commonly referred to as LL, LH, HL (low–low, low–
high, high-low, respectively) and calculated by the local 
Moran statistic (Anselin 2005)? Science needs to progress 
knowledge, which requires understanding and examining 
all aspects of a phenomenon. Finally, only a third of all 
papers performed long-term predictions. Although this 
trend is positive because law enforcement has an interest 
in almost real-time prediction, the long-term prediction 
should not be overlooked as playing an important role 
in the understanding of the crime risk and providing a 
broad picture for strategic planning.

Conclusion
In this paper, we focus on “Spatial Crime Forecasting”, 
which is an inference approach about crime both in time 
and in space. We conducted a systematic literature review 
that follows the reporting guidance “PRISMA” (Liberati 
et al. 2009) to understand and evaluate the state of the art 
concerning concepts and methods in empirical studies 



Page 20 of 22Kounadi et al. Crime Sci             (2020) 9:7 

on crime with many applications and special attention to 
crime. We addressed several research questions that deal 
with the role of space in the forecasting procedure, the 
methods used, the predictive performance, and finally 
model validation strategies.

We identified five types of inference, namely (1) hot-
spots (the majority of the papers), (2) number of crime, 
(3) crime rate, (4) category of crime, (5) percent of crime 
in clusters, and (6), properties of clusters. With regards to 
forecasting methods, the authors proposed mostly tradi-
tional machine learning methods, but also kernel density 
estimation based approaches, and less frequently point 
process and deep learning approaches. When it comes 
to measuring performance, a plethora of metrics were 
used with the top three ones being the Prediction Accu-
racy, followed by the Prediction Accuracy Index, and the 
F1-Score. Finally, the most common validation approach 
was the train-test split while other approaches include 
the cross-validation, the leave one out, and the rolling 
horizon.

This study was driven by the increasing publication 
of spatial crime forecasting studies and (crime predic-
tive analytics in general). More than half of the selected 
papers (n = 32) were published in the last 2 years. In spe-
cific, about one paper per year was published between 
2000 and 2016, while 7 and 11 papers were published in 
2017 and 2018, respectively. At the same time, there is 
a global growth of scientific publication outputs. Born-
mann and Mutz (2015), fitted an exponential model to 
this growth and calculated an increasing rate of outputs 
of about 3% annually, while the volume is estimated to 
double in approximately 24 years. Yet the yearly patterns 
of the selected papers show a much greater increase that 
indicates the importance and future potential of studies 
related to spatial crime forecasting.

Furthermore, we would like to outline the main limi-
tations that may prohibit reproducibility, and hence the 
advancement of this topic in the long term. First, the 
terminology being used is not consistent possibly due to 
the fact that scientists working on this topic have various 
backgrounds (e.g. criminology, computer science, geo-
sciences, public policy, etc.). Second, significant details 
of study experiments are vaguely or not at all reported. 
With respect to the last point, we suggested reporting the 
following data items: study area, scale, sampling period, 
months, type, sample, inference, task, spatial unit, and 
temporal unit (in total 10 items). Additional items to be 
reported are proposed method, best-proposed method, 
baseline method, evaluation metrics, and validation 
strategy (in total 5 items).
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